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Abstract

The paper springs from a position that economic theory is an abstract investigation of
the concepts and considerations involved in real life economic decision making rather
than a tool for predicting or describing real behavior. It is argued that when experimental
economics is motivated by theory, it should not look to verify the predictions of theory
but instead should focus on verifying that the considerations contained in the economic
model are sound and in common use. It is argued that when theory is motivated by
experiments, the theorist should not be hasty in adopting new functional forms but
should try to identify the basic psychological themes which are revealed exposed by the
experiment. Finally, some critical comments on the methodology of experimental econ-
omics are presented. � 2001 Elsevier Science B.V. All rights reserved.
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1. A view of economic theory

I am a pure theorist whom became interested in experimental economics only
in the past few years. In this lecture I want to share with you some of my
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thoughts about experimental economics and economic theory following my
short detour into experimental economics. Some of the comments are over
controversial, but is that not the role of such lectures?

If you had asked me 10 years ago about experimental economics I probably
would have said that I do not see the point of conducting experiments in
economics. This is not because I thought that economics is invariant to facts in
the real world or because I found experimental economic to be boring. In fact,
I found many of the experiments in decision theory and economics to be
fascinating. However, I believed then that experiments do not need to actually
be carried out. I believed that our intuition provides the test. If a phenomenon is
robust, we intuitively recognize it as such. It strikes a chord upon us. If we are
honest with ourselves we can feel that it is true. Look at philosophy. Almost the
entire philosophical literature (so I am told) is based on introspection; very
rarely have philosophers used experiments to verify their intuition. If this is
su$cient for discussions of the great problems of our existence such as `what is
good and what is bada or `what is just and what is wronga, should it not be
su$cient for the discussion of materialistic matters such as the choice between
two simple lotteries with monetary rewards?

Ten years have passed. During that period, I began doing experiments myself.
I rediscovered the obvious: To criticize something, you need to know it intimate-
ly; the best way to know something intimately is to do it yourself. Once you have
done that, you do not want to criticize it anymore2

Actually, I was in#uenced by the numerous conversations I had with the late
Amos Tversky, who was an exceptional teacher and a good friend. I enjoyed
teasing Amos that I do not see why so much NSF money should be wasted on
experiments since the results of his experiments were obvious and did
not require con"rmation. However, I came to understand (once we had
worked together on several game theoretic experiments) that even his intuition
(not to mention my own) was often wrong. I learned to appreciate how di$cult
it is to produce an experiment that cleanly demonstrates the point one wants to
make.

Thus, during the last few years I began more and more to like `experimental
economicsa. This lecture is in a sense my concluding comments on my brief
detour into the world of experiments. This detour will lead me back, at the end
of the lecture, to the original question: Can we make do with introspection?

My view on experimental economics is derived from my view of economic
theory. I should mention, that when I speak of economic theory, I am referring
primarily to decision theory and game theory. This is not because they are the
most important "elds in economic theory but simply because I feel more familiar
with them. It probably seems strange that we need to talk about something so
fundamental as the meaning of economic theory. But let us face it, there is quite
a bit of confusion about the goals of economic theory even within the profession.
Economic theory lacks an agreed-upon objective and interpretation. Again and
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again we "nd economic theorists asking themselves the uneasy question: `What
is it that we are doing?a

It is generally agreed that economic theory is a part of economics and that
economics is a study of the real world. It is not a branch of abstract mathematics
even though economic theory uses mathematical tools. Some people look to
game theory and decision theory to provide them with a `guide for behaviora.
They look at theory as the basis for `essential training in making choices and
weighing possibilities 2 not only in business but also in daily lifea. Some game
theorists think that theory can `help you improve your skills at discovering and
using e!ective strategiesa. Two very distinguished economic theorists whom I
highly regard have even declared that: `Our aim is to improve your strategy IQa.

I doubt that economic theory delivers the goods. We do not make predictions
anything like those made in the natural sciences. The link between economic
theory and practical advice is tenuous, if it exists at all. Academic economists
like to emphasize the usefulness and applicability of what they are doing. This
might be a result of guilt, or because we honestly want to save the world, or that
we have a vested interest in this position or perhaps because it is indeed useful.
However, let me say that after so many years in the profession I have yet to see
a case in which a game theory or choice theory model (including of course my
own2) contributed an insight that clearly should have in#uenced the real
world. I cannot think of a case that I can use to convince the skeptics. Even if
they do exist I doubt their bene"ts `justifya the investment societies make in our
profession.

By the way, though I am rather doubtful about the applicability of economic
theory, it is not a cause for my concern. In other words, I am not sure that
applicability is desirable. If microeconomics is useful, the "rst to bene"t will be
the MBA students who are among the last people in the world I feel obliged to
assist. If game theory were indeed useful it could be used for military purposes.
Game theorists were employed to assist in thinking of military strategies long
before telecommunication companies began hiring them. Some of the military
advice given by game theorists does not make me particularly proud.

So allowme brie#y present my view of economic theory (the rest of the section
is based on chapter 5 in Rubinstein, 2000a). First, note a critical point about
economic models (see Backhouse, 1998 for a related point): An economic model
di!ers from a purely mathematical model in that it is a combination of math-
ematical structures and interpretation. The names of the mathematical objects
are an integral part of an economic model. When mathematicians use everyday
concepts such as `groupa or `ringa, it is only for the sake of convenience. When
they de"ne a collection of sets as a `"ltera, they do so in an associative manner.
In principle, they could call such a set an `ice cream conea. When they use the
term `good orderinga, they are not assigning any ethical value with the word
`gooda. In economic theory, the interpretation of a model is an essential
ingredient of that model. A `gamea varies according to whether the players are
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human beings, di!erent `selvesa of the same person or bees. A strategic game
changes entirely when payo!s are switched from utility numbers representing
vonNeumann andMorgenstern preferences to sums of money or to measures of
evolutionary "tness. The formal model is identical with any of these interpreta-
tions but the models per se are not. Assumptions we "nd plausible with a certain
interpretation may be absurd with another.

The concepts which we attach to the mathematical symbols are the targets
of economic theory. These are not the formal models that rather the
concepts which appear in the interpretation. Economic theory is about the real
world in the sense that these concepts are taken from our deliberations on the
world. A good model is realistic in the sense that it orders our perception of
real life social phenomena. It is realistic if it describes a situation as it is
perceived by decision makers rather than as a presentation of the physical
world. According to this approach models are not meant to be isomorphic with
respect to reality but rather to the way in which the world is perceived by its
inhabitants. And as economic theorists our goal is to clarify the connections
between di!erent types of concepts and arguments and patterns of reasoning.
We attempt to `draw linksa (a phrase often used by Aumann) and `understanda,
rather than `predicta.

To draw an analogy, I do not believe that the study of formal logic can help
people become `more logicala, and I am not aware of any evidence showing that
the study of probability theory signi"cantly improves people's ability to think in
probabilistic terms. Game theory, decision theory and much of economic theory
in general are similar to logic and probability theory and I doubt that they could
prove useful to economic agents in concrete situations. In fact, I suspect that
they could even be misleading since people often ignore the subtleties of
theoretical arguments and treat equilibrium notions (especially game theoretic
solution concepts) as instructions. Nevertheless, I feel obliged to mention that
we (me in collaboration with several graduate students in Tel Aviv) failed to
demonstrate this in an experiment carried out on a group of Tel Aviv University
students. We presented students before and after a course in game theory
with several scenarios. I conjectured that the course in game theory actually
had a negative in#uence on students' thinking: for example, they might
use mixed strategies even in situations where it is clearly suboptimal, or, they
might feel that they have less of an obligation to truthfully express their view in
a ballot and that they have a license to be sel"sh. I am not convinced that my
conjecture was wrong, however, the results of my experiments were far from
conclusive.

Having brie#y presented this perhaps controversial view of economic theory,
I now return to experimental economics. My view about the meaning of
economic theory leads me to "nd it hopeless and, more importantly, pointless to
test the predictions of models in economic theory. However, when an economic
model is based on intuitions about how people reason, experimental economics
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can verify that these intuitions are not extrinsic. Experiments serve as a test of
the plausibility of assumptions and not conclusions. When experimental econ-
omics feeds economic models it can suggest new ideas about human reasoning
in economic situations. In any case, experimental economics should relate to the
plausibility of assumptions we make on human reasoning rather than trying to
accurately predict human behavior.

2. From theory to experiments

I wish to discuss the following two `issuesa: Nash bargaining theory and
hyperbolic discounting. Regarding the former, theory has led the experimental
work. Regarding the latter, experiments have motivated new theory. I will use
these models as the basis for making some critical comments on experimental
economics and economic theory.

Consider Nash bargaining theory. It has often been said that Nash's theory is
designed to provide a prediction of the bargaining outcome based on two
elements: (i) the bargainers' preferences which are de"ned on the set of possible
agreements (including the event of disagreement) and (ii) the bargainers' atti-
tudes towards risk. Nash based the construction of his model on nothing but his
own intuition that these are the important factors in the determination of real
life bargaining outcomes.

The primitives of Nash's (two-person) bargaining problem are the `feasible seta
and a `disagreement pointa. In Nash's formalization of the bargaining problem
each element of the feasible set corresponds to the pair of numbers interpreted as
the utility levels obtained by the two bargainers in at least one possible
agreement. The utilities are von Neumann}Morgenstern in that they represent
the bargainers' preference relations over lotteries that satisfy the expected utility
assumptions. The disagreement point is modeled as one of possible agreements.
A Bargaining solution, is de"ned as a function which assigns a unique pair of
utility levels to each bargaining problem. Thus, a bargaining solution is meant
to provide a unique `predictiona of the bargaining outcome (in utility terms) for
each of the problems in it's domain.

Nash (1950) showed that the unique bargaining solution satisfying four well
known axioms (Invariance to Positive A$ne Transformations, Symmetry,
Pareto Optimality and Independence of Irrelevant Alternatives) is (after nor-
malizing the disagreement point to be `zeroa) the argmax of the product of
utilities over all agreements which are better for the two bargainers than the
disagreement point.

If the task of bargaining theory is to provide `clear-cuta numerical predictions
for a wide range of bargaining problems, then Nash certainly achieved this goal.
The fact that it is de"ned by a simple formula is a signi"cant advantage of the
theory, especially when we intend to embed it in larger economic models that
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contain a bargaining component. But can this `predictiona be tested like
a prediction in the sciences? Does the formula approximately predict how
people will share a pie?

I think that many experimentalists naively interpreted Nash's theory to be
predictive. Researchers tried to design experimental environments in which the
main factors in#uencing the outcome were the attitudes of the players towards
risk. They tried to test whether the outcome of the Nash bargaining solution is
indeed obtained. In my opinion, it would be a miracle if the Nash formula could
provide a prediction of the complex activity we call bargaining. I do not "nd
a sign of a miracle here.

The fact that John Nash formulated elegant axioms which analytically deduce
his solution does not mean that human beings behave according to them.
A claim that elegant axioms are true is a matter for theology. Nash created
a very convenient analytical tool but try telling someone outside the economic
profession that `economic theorya predicts that the outcome of bargaining will
be the agreement which maximizes the product of utilities. I am afraid that they
would not think very highly of economic theory once they heard that this is
a jewel in the crown of economic theory2 Nash's formula lacks any natural
meaning. What is the interpretation of the product of two von
Neumann}Morgenstern utility numbers? What is the meaning of the maximiza-
tion of that product? Can we consider the maximization of the product of
utilities to be a `usefula principle for resolving con#icts or predicting the way
that con#icts will be resolved?

By the way, I think some people (including myself) mistakenly interpret the
execution of the so-called Nash Program as a `justi"cationa for the Nash
bargaining solution. The fact that in some well-speci"ed way, the unique
subgame perfect equilibrium of the alternating o!ers model with risk of break-
down converges to the Nash bargaining solution where the probability of the
breakdown is small 2 is indeed a nice result. It provides a link between two
di!erent ways to reason about bargaining. However, it in no way persuades me
that the Nash bargaining solution is a good predictor of real life bargaining. It
does not provide any justi"cation for advising someone to follow the Nash
bargaining solution as part of a strategy in real life negotiations, even if I knew
what it meant in that situation. It does form links between abstract ways to
think about bargaining, but no more than that!

Let us return to experiments. My view is that in order to approach experi-
mentally Nash bargaining solution we need to have a better interpretation. It is
the interpretation, rather than the predictions of the solution which should be
the subject of the experimentation. In Rubinstein et al. (1992) we rewrote Nash
theory to provide an alternative de"nition of the Nash bargaining solution:
A solution is a `conventionawhich attaches a unique agreement to any bargain-
ing problem. It embodies the assumption that players are aware that when they
raise an objection to an alternative, they risk that the negotiations will end in
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disagreement. The Nash solution agreement is the one which satis"es the
following property:

If it is worthwhile for one of the players to demand an improvement in the
convention, even at the risk of a breakdown in negotiations, then it is optimal for
the other player to insist on following the convention even at the risk of
a breakdown in negotiations.

Or alternatively, the Nash bargaining solution is an agreement yH satisfying
the condition that any argument of one party of the type `I request x without
delay; I so much want x that I am ready to take the risk that there will be
a breakdown in the negotiation with probability 1!pa, will be rebu!ed by the
counterargument: `Well, if we agree on x, then I would be able to make the same
kind of argument against x and demanding yHa.

The Gulf War provides a concrete example of this de"nition: The bargainers
were Iraq and the US. The set of agreements contained the various possible
partitions of the land in that region. The disagreement event was a war. When
Saddam Hussein moved his troops he deliberately took the chance that the
situation would deteriorate into war before the US capitulated. Apparently, he
preferred the risk of war with a certain probability while hoping that the US
would agree to his request to annex Kuwait. In contrast to his expectation, the
US preferred to take the risk of war and basically demanded a return to the
status quo rather than give in to Iraq's demands. If the US had yielded to Iraq, it
would have meant that the pre-invasion borders were not part of a Nash
bargaining outcome.

I cannot see how this type of argument could serve as the basis for a universal
bargaining theory. However, it is possible that this kind of argument makes
sense to people. It is probably one type of argument, from among many, which
plays a role in negotiations. This is where experimental economics should be
called into action. I would like to see experimental economics test whether the
type of consideration buried in the above interpretation rings true. It would be
interesting to test whether the logic of the argument and counterargument
described in the above de"nition is indeed acceptable to a wide range of people.
I am not aware that such experiments have been done. This is the kind of testing
we need in order to challenge theory.

3. From experiments to theory

A recent spate of papers have replaced the standard `constant discount utility
functiona with the following particular form of the hyperbolic discount utility
function: v(x

�
)#��

������2
��v(x

�
). In this functional form the rate of substitu-

tion between today and tomorrow (��) is smaller than that between any other
pair of successive periods (�). In the wake of Phelps and Pollak (1968) and
Laibson (1997) this functional form has been applied to a wide range of issues.
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Phenomena which cannot be explained by standard discounting utility func-
tions appear as equilibrium outcomes once the decision maker is assumed to use
hyperbolic discounting. Policy questions have been freely discussed in these
models even though welfare assessment is particularly tricky in the presence of
time inconsistency.

The justi"cation for the abandonment of constant discounting utility func-
tions and the adoption of hyperbolic discount functions can be found in
statements like the following one from Laibson (1996): `Research on animal and
human behavior has led psychologists to conclude (see 2) that discount
functions are generalized hyperbolas2a. A few years later, Brocas and Carrilo
(1999) wrote: `There is well documented literature both in psychology and more
recently in economics showing that individuals' discount rates are best approxi-
mated by hyperbolic rather than the traditional exponential functions. We refer
the reader to 2 for empirical support of this theory both in animals and
humans2a.

In a recent paper (Rubinstein, 2000a, b) I brie#y discuss the so-called `empiri-
cal supporta from animal studies. In any case, the main justi"cation for the
adoption of the hyperbolic discounting utility function is empirical evidence in
the cognitive psychology literature. Typical observations were "rst discussed by
Thaler (1981): some people prefer `one apple todaya to `two apples tomorrowa
but at the same time they prefer `two apples in one year plus one daya to `one
apple in one yeara. Or, Ainsley and Haslam (1992) reports: `A majority of
subjects say they would prefer to have a prize of a $100 certi"ed check available
immediately over a $200 certi"ed check that could not be cashed before 2 years;
the same people do not prefer a $100 certi"ed check that could be cashed in
6 years to a $200 certi"ed check that could be cashed in 8 yearsa.

Experiments of this type have been replicated and more importantly they are
con"rmed by our intuition. Experimental results have exposed a phenomenon
which theorists have modeled and applied in a wide range of economic issues.
The economic paradigm of optimizing a simple functional form remains `un-
toucheda as the hyperbolic discounting functional form is only marginally
di!erent from the standard utility function and seems to provide an `explana-
tiona of real life evidence.

The `problema is that the experimental "ndings do not justify the selection of
one of the in"nite number of functional forms which are consistent with them.
Hyperbolic discounting, even if consistent with these experiments, does not
capture the psychology behind the experimental results. The result, as we will
see, is that the basic procedural element which undermines the constant dis-
counting model also undermines hyperbolic discounting.

My own interpretation of the experimental results relies on ideas presented in
Rubinstein (1988) (within the context of decision making under uncertainty).
Leland (1993) was the "rst to apply those ideas to `decision making with timea.
This approach holds that the decision maker uses a procedure which attempts to
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simplify the choice by applying similarity relations to cancel out `similar
componentsa. The important role of similarity in decision making was empha-
sized by Amos Tversky (see for example Tversky, 1977). The "rst formalization
of a notion of similarity is due to Luce (1956).

In the present context, the objects of choice are of the form (x, t) where x is
a prize received with a delay of t units of time. I think that when comparing
between two pairs (x, t) and (y, s), many decision makers go through a three-
stage procedure using two similarity relations, one relates to the money dimen-
sion and one to the time dimension:

Stage I: The decision maker looks for dominance: If x is better than y and t(s
then the pair (x, t) is preferred over (y, s).

Stage II: The decision maker looks for similarities between x and y and
between t and s. If he "nds similarity in one dimension only, he determines his
preference between the two pairs using the dimension in which there is no
similarity. For example, if t is similar to s but x is not similar to y and is preferred
over y, then (x, t) is preferred over (y, s).

Stage III: If the "rst two stages were not decisive the choice is made using
a di!erent criterion.

The experimental "ndings described previously are compatible with the
application of this procedure. Consider, for example, a decision maker who is
applying the above procedure and determines that `todaya and `a year from
nowa are not similar while `10 yearsa and `11 yearsa are. Then, if the decision
maker is indi!erent between $x today and $y in a year from now, it must be that
x(y and that x and y are not similar (if they were similar then the subject
would prefer $x today over $y in a year from now). On the other hand, if
a subject is indi!erent between $x in 10 years and $z in 11 years, then it must be
that x(z and that x and z are similar (if x and z were not similar, then since 10
and 11 years are, the above procedure would "nd $z in 11 years to be preferred
over $x in 10 years). If y is similar to x and z is not and both are greater than x,
then one would expect z to be smaller than y.

It seems that both the hyperbolic discounting approach and the `similarity-
baseda approach are consistent with the evidence. However, decision problems
can be designed and tested to demonstrate that while the behavior of a signi"-
cant number of subjects is incompatible with the hyperbolic discounting hy-
pothesis it is consistent with a plausible application of the above procedural
approach. Here I will describe brie#y one such experiment taken from Rubin-
stein (2000a, b).

My experimental method was cheap and simple, involving no laboratories
and (almost) no monetary rewards. Students were twice approached by e-mail
with an interval of 14 days in between. In each round, the students were asked to
enter a web site designed for the experiment and to respond on-line to several
questions. A prize of $100 was randomly awarded to one of the participants in
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each round and was intended only to slightly encourage the students to spend
a few minutes on the experiments. One hundred and sixty-"ve students responded
to the "rst message and 145 to the second; 45% of the students in the second
round did not participate in the "rst, making it possible to say that the fact that
students participated or not in the "rst round made no di!erence. Each experi-
ment consisted of two questions, one of which has presented in each round:

Q1 You can receive the amounts of money indicated according to one of the two
following schedules:

A April 1 July 1 Oct 1 Dec 1
$1000 $1000 $1000 $1000

B March 1 June 1 Sept 1 Nov 1
$997 $997 $997 $997

Which do you prefer?

Q2 You have to choose between:

A Receiving $1000 on Dec 1st.
B Receiving $997 on Nov 1st.

Your choice is:

The hyperbolic discounting approach predicts that every subject choosing B in
Q2 will choose B in Q1. If a subject chooses B in Q2, then he is ready to sacri"ce
$3 in order to advance the payment due in December by one month. The
hyperbolic discounting theory predicts that he would "nd the three dollar
sacri"ce worthwhile in order to advance any one of the other three scheduled
payments by one month.

The results contradict this prediction: 54% of the subjects chose B in Q2,
while only 34%, chose schedule B in Q1.

My explanation of the results in terms of the above procedural approach
is as follows: In Q1 many subjects viewed the alternative as a paired sequence
of dates and $ amounts. The manipulation of subjects' behavior in this
experiment was accomplished by triggering the similarity relation with regard
to the sequence of dates (in another experiment, the problem triggered the
similarity relation with regard to the prize dimension). Many subjects prefered
A over B and D over C since they viewed the sequence of dates (April 1, July 1,
October 1, December 1) to be similar to the sequence (March 1, June 1,
September 1, November 1) while they found the sequence of payments
($1000, $1000, $1000, $1000) less similar to ($997, $997, $997, $997) than $1000
was to $997.

The case of hyperbolic discounting is presented here only as an example of
how experimental results have in#uenced economic analysis. The same sort of
evidence which was brought against constant discounting can just as easily
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reject hyperbolic discounting as well. Furthermore, the procedure based on
similarity better explains the observations and is more intuitive.

The hyperbolic discounting approach misses the core of the psychological
process and thus constitutes only a minor modi"cation of the standard dis-
counting approach while su!ering from some normative disadvantages. The
application of similarity-based procedures (see Rubinstein, 1988) may con#ict
with transitivity since the transitive closure of the partial relation as determined
in the "rst two stages of the procedure is not likely to be consistent with the third
stage which employs other principles. Thus, adopting the similarity-based pro-
cedural approach requires revolutionary changes in our theories and the devel-
opment of new and original modeling devices.

4. Final words

I would like to make some comments on the methodology of experimental
economics. The success of experimental economics is not disputable. Experi-
mental economics has entered the mainstream of economics. However, there are
some aspects of the "eld, which are deserving of criticism.

The small print of any experiment is important. Minor di!erences in the
wording of an experiment may be crucial. The method of selecting the data
which is reported in a paper may a!ect the conclusion. Given the relatively small
samples we use, even minor mistakes made by your research assistant (or

2 yourself) may have a critical e!ect on the conclusion. I suspect that the
uncertainty surrounding suchmistakes is of higher magnitude than that which is
put into the routinely calculated `signi"cance measuresa and render many of the
`signi"cancea calculations meaningless. Yet it is di$cult for an outsider to
obtain the detailed information required to assess an experiment and the data
which served as the basis for its conclusions (in spite of advanced information
technologies). There is almost no e!ective regulation of published results. We
rely on our own integrity to such extent that economics (so I am told) is one of
the only major academic professions that lacks a code of ethics.

My impression is based on numerous experimental papers I have read,
conversations with experimentalists and a few experiments which I conducted
myself. It seems to me that selecting the research questions ex post, ignoring
con#icting data, eliminating problematic responses from the sample and so forth
are techniques that almost no one can resist using at one time or another,
especially if he feels strongly about the results he wishes to reach, results.

One would think that replications would prevent erroneous conclusions.
However, our profession does not reward replication of experiments. Profes-
sional rewards are given to original, new experiments. In fact, the current
incentive system deters the refutation of experimental results. Let us say you are
a researcher who is interested in a paper by Prof. X who claims to have found
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something quite interesting. Let us say that you "nd the results plausible but you
are not sure that the experiment was done properly and that indeed conclusion
is valid. Do you have any incentive to repeat the experiment? No, because no
one would publish it. Yet, you are interested in the subject matter and you
probably think that Prof. X's "nding is sensitive to a certain key detail of the
experiment. Now you are quite eager to demonstrate your point and to publish
a paper. In order to do that you have to "rst con"rm Prof. X's basic claim. If you
fail to repeat Prof. X's result, your point is lost. Thus, you approach the
experiment with a desire to con"rm the published result. To summarize, replica-
tions are too often conducted when the experimenter has a new point to prove
and needs to con"rm the original experiment. Thus, the value of these replica-
tions is less than it appears.

Another problematic practice I would like to mention in passing is the sifting
of results ex post, namely after the results are gathered. Obviously, if some
pattern of behavior, from among an endless number of possibilities, is dis-
covered in the data ex post, the results are much less informative. In the absence
of rules of maintaining a research protocol one cannot check whether the results
were conjectured before or after the results were obtained.

As to experimental techniques, I am not happy with some of the established
professional standards. I have heard researchers in the "eld, most of whom are
young, complain bitterly that their papers were rejected (or that they believe that
their papers would be rejected) because they did not ful"ll the requirement to
conduct `laboratorya experiments and to pay their subjects monetary rewards.
Systematic comparisons of experimental results (see Camerer (1999) and the
papers quoted there) leave me unpersuaded as to the need to pay subjects. (As
you can see I am struggling to avoid the use of popular terms such as `it was
shown bya, `as was demonstrateda, and `it was founda, which I "nd to be
overused in the experimental literature.) Good experiments which demonstrate
commonly used pattern of reasoning `worka even when we use cheap
procedures that do not require paying any monetary rewards such as `class
experimentsa or `posting the experiments on the Weba. In some cases paying
subjects will change the distribution of responses, however, assuming that we
only want to con"rm the existence of a plausible pattern of reasoning it seems
unlikely that whether or not we pay the subjects will e!ect results more than an
in"nite number of other factors (such as, gender, age, profession, time of day,
mood, etc.).

While teaching game theory to undergraduates, I conducted more than 40
experiments by posting the questions on the Web (see Rubinstein, 1999) and
especially the electronic second edition of the paper posted in http://www.prin-
ceton.edu/&ariel/99/gt100.html). My students were required to go onto the
web site and submit weekly responses to questions of the type: `What would you
do if you were playing the following game?a In almost all experiments which
I replicated, there were no qualitative di!erences between the results reported in
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the literature and those from the students in my course. It is true that I
elected to repeat only those experiments which seemed very robust. But, would
I have had any reason to believe those experimental results which were not
robust?

If one believes that people maximize expected utility and one wishes to "nd
the `reala coe$cient of risk aversion in order, for example to devise optimal
insurance policies, then the real distribution of this value in the population must
be found. In order to do this, subjects must be presented with concrete situations
in which they receive monetary rewards. The fact that most experiments are
conducted on the `representativea population consisting of mainly students in
psychology and economics hints at some of the di$culties in achieving this
objective. However, if the purpose of experiments is simply to con"rm one's
intuition, we then only need to make sure that the subjects are as attentive in the
experimental environment as they are in life. For this we do not need money and
certainly not laboratories.

It is hard to avoid the thought that the lack of clear standards in experimental
economics and the burdens placed on experimental research procedures actually
serve as barriers to entry into the "eld. Of course, no one purposely set up these
barriers, but the fact is that they did evolve.

And by the way, I am always amazed at how di$cult it is for us to apply
criticism to ourselves. I am sure this is true for me: I would probably sharply
criticize this lecture if I were in the audience. Economists are very sensitive to the
issue of incentives. On the one hand, we send the world a loud and clear message
that the world must be designed to provide people with the right incentives in
order for them to behave in the manner we wish them to. On the other hand, we
are quite blind to the incentives we ourselves establish in economic research.
Should not we consider establishing better professional standards in order to
ensure that we are serving the goals of academic research and teaching, whatever
they might be?

As I stated in my opening remarks. I still "nd experimental economics
fascinating. Often it is even fun. But do we really need experiments? If we give up
on the idea that we can measure the `social worlda and if in any case we heavily
rely on our intuition, can we not simply make do with our impressions about
how human beings reason? If the signi"cance of experimental work relies so
heavily on our honesty can we not rely on our gut feelings? Can we not pursue
economics as philosophers pursue philosophy and as economic theorists used to
justify their models?

I am not sure. Experimental economics provides us with a safeguard which
protect us from mistaken intuitions. An economist's intuition is often distorted
by his own model's assumptions. We are often blinded by our wish to obtain
the goals established for us by the profession's incentives. I will refrain from
drawing any de"nite conclusions. As usual, nothing is that clear-cut in economic
methodology.
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